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How it drive business values?

▪ Usability : the accurate is reported on par with humans

▪ the word error rate for Microsoft’s 5.1%, while Google 4.9%.

▪ virtual assistants with speech recognition capabilities keeps increasing

▪ Change the way we interact with and build electronics

▪ Voicebox : worked on voice recognition for partners 

including Samsung, AT&T, and Toyota.

https://www.techemergence.com/ai-for-speech-recognition/

The global voice recognition market size was 

valued at USD 55.17 billion in 2016 and is 

expected to grow at a CAGR of 11.0% during the 

forecast period of 2016 to 2024.
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What is Speech to Text (Speech Recognition) ?

▪ understand voice by the computer and performing any required task.

What can it be used ?

▪ Dictation

▪ System control/navigation

▪ Voice dialing

▪ Commercial/Industrial applications 
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Facebook, Amazon, Microsoft, Google and Apple — are already 
offering this feature on various devices through services like 
Google Home, Amazon Echo and Siri.

The try to make speech recognition a standard for most 
product.
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Applications in end-to-end ASR 

▪ AI-based Solutions (LSTM)
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2.06X speedup!

▪ AI-based Solutions (LSTM)
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LSTM Solution Overview
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Our algorithm, software and hardware co-design flow for RNN(LSTM) acceleration

Deep 

Compression 

(Best paper 

of ICLR2016)

+

ESE 

(Best paper 

of FPGA2017)
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What is the role of DeePhi in this game for LSTMs?
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Deep Compression for LSTM
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Sensitivity-based pruning flow for LSTM
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Examples
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Density vs accuracy
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Sparsity vs accuracy
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Quantization and fixed-training for LSTM
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Deep Compression for LSTM
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Deep compression vs accuracy
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Compressed LSTM on ESE
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Latency under different density 



© Copyright 2018 Xilinx

Compressed LSTM on ESE

>> 24

Performance of LSTMP model for different channels based on Sogou 3000h dataset
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Compressed LSTM on ESE
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Performance of LSTMP model for 32 channels compared to CPU and GPU
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✓ On clouds, aiming at customers all

over the world

✓ Already officially launched in AWS

Marketplace and HUAWEI cloud

(http://www.deephi.com/ddese.html)

✓ Now transplanting to Alibaba cloud

Low storage Model compressed more than 10X

with negligible loss of accuracy

Low latency More than 2X speedup compared to GPU (P4)

Programmable Reconfigurable for different requirements

for end-to-end 

speech recognition

Solution

FeaturesPartners

http://www.deephi.com/ddese.html
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Algorithm Accelerating CNN/BLSTM

Pruning BLSTM to 15%

16bit weights/activations

Accelerating CNN/BLSTM

Pruning BLSTM to 15%

16bit weights/activations

Accelerating LSTMP

Pruning LSTMP to 26.9%

16bit weights/activations

Software DeepSpeech2 + PyTorch

Tools for compression and 

compilation

DeepSpeech2 + PyTorch

Tools for compression and 

compilation

DeepSpeech2 + PyTorch

Tools for compression and 

compilation

Hardware Based on VU9P 

220MHz

1 channel

Based on VU9P 

200MHz

1 channel

Based on KU115

300MHz

1 channel

The same model
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✓ Already officially launched in AWS Marketplace

https://aws.amazon.com/marketplace/pp/B079N2J42R?qid=1523443241195&sr=0-1&ref_=srh_res_product_title

Version Launch Description

V1.0 2017.12 acceleration for unidirectional and bi-directional LSTM model

V2.0 2018.02 acceleration for CNN + bi-directional LSTM model

David Pellerin from AWS in HotChips2017

Add DeePhi solution

DDESE

Model Description

https://aws.amazon.com/marketplace/pp/B079N2J42R?qid=1523443241195&sr=0-1&ref_=srh_res_product_title
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➢ For LSTM layers only:

➢ For CNN + bi-directional LSTM layers:

Note: E2E is short for end-to-end, ACT is short for activation, WER is short for word error rate, input: 1 second.
Note: E2E is short for end-to-end, ACT is short for activation, WER is short for word error rate, input: 1 second.
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2.06X speedup!
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✓ Already officially launched on HUAWEI Cloud

• https://app.huaweicloud.com/product/00301-110982-0--0

✓ Based on VU9P @200MHz, 1 channel

✓ Using CNN + bi-directional LSTM model (with high accuracy)

Model Description
Using this model

Performance of CNN+BLSTM

Solution Latency (ms) Speedup

GPU (P4) 39.79 1

AWS

@220MHz
16.97 2.34

HUAWEI

@200MHz
18.60 2.14

https://app.huaweicloud.com/product/00301-110982-0--0
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ESE for Sogou DDESE on Clouds

✓ On clouds, aiming at customers all

over the world

✓ Already officially launched in AWS

Marketplace and HUAWEI cloud

(http://www.deephi.com/ddese.html)

✓ Soon available on Alibaba cloud

Partners

Features

Low storage Model compressed more than 10X

with negligible loss of accuracy

Low latency More than 2X speedup compared to GPU (P4)

Programmable Reconfigurable for different requirements

High performance Corresponding to 2.52 TOPS for dense model

http://www.deephi.com/ddese.html
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AI Boosting On-premise Solutions
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Adaptable.

Intelligent.
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