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Abstract 

 

Xilinx’s Ultrascale family FPGA High Performance (HP) IO can support at least eight 72 
bit DDR4 channels. The massive amount of memory IO interface makes the system 
tradeoffs, such as system power, interface timing and system memory speed, a difficult 
task. DDR4 introduces Data Bus Inversion (DBI) feature to invert transmit data bits such 

that fewer data bits will pull to logic LOW in PODL_12 IO standard. Therefore, the 
interface will consume lower power. The benefit of this feature when applies to FPGA 
memory interface will be investigated.  
 

This paper will cover the relative system power improvement using DBI in DDR4 system. 
Because FPGA memory interface usage covers a wide range of applications, this report 
will vary different system activity and memory access profile. The system power saving 
using DBI in Write and Read operations will be compared.  

 
Similar to system without DBI, such as DDR3, the channel interface will need initial 
calibration to obtain optimal channel timing. DBI in DDR4 shares a common pin with data 
mask (DM) and TDQS. This paper will discuss the methodology to de-skew the memory 

interface with DBI enabled. The concept will be illustrated to obtain optimal DQ and DQS 
in both Write and Read directions when DBI is enabled.  
 
DBI feature targets system power reduction but it can have additional signal integrity 

benefit because it enables fewer switching bits. This results in lowering system noise and 
in improving channel jitter. The methodology to evaluate the impact and the results will be 
analyzed. 
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1. Introduction 

 
Computing demand has been growing exponentially over the past two decades [1], Figure 
1 shows the performance requirement in TFLOPs (teraFlops) versus calendar years in a 

logarithm scale. The need is fueled by the requirement to solve many fundamental and 
life changing problems, such as the need to accurately model and predict weather system. 
This growth faces many practical limitations and challenges such as total system power 
limitation, memory technology and memory bandwidth, system reliability etc. System 

engineers have been pushing against the power and memory walls. The power efficiency 
and the memory bandwidth have been increased steadily over the recent years and they 
are expected to increase exponentially in the near future. A typical power consumption of 
a computing system is shown in Figure 2. [2]  The system memory power dissipation 

could range from 19% to 48% of the total system power. Traditionally, CPU power is the 
dominating factor but system memory power has steadily become a major factor.  
 

 
 

Figure 1 High Performance Computing Performance Trend 

 
DDR4 succeeds DDR3 as the main stream system memory of choice in server and data 

center system. Besides many architecture improvements, DDR4 focuses on power 
efficiency improvement over DDR3.  
 
Enabling the data bit inversion (DBI) in DDR4 will provide additional power savings but 

in order to capitalize this benefit, the DBI bit must be trained and calibrated correctly 
before putting into use. This paper will quantify the power saving under different work 
load conditions. The calibration of the interface using DBI will be presented for the 
optimization of the system power and performance. Section 2 will provide a background 
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of power improvement in DRAM technology over the past generations and it will provide 
an example of DDR4 memory unit power distribution and the IO power difference 
between DDR4 and DDR3. Section 3 illustrates the data bus inversion (DBI) concept in 

DDR4. System power improvement with and without DBI enabled will be compared in 
Section 4. Section 5 discusses the data bit training and calibration scheme together with 
DBI enabled. With DBI enabled, the system can also improve signal integrity and system 
margin.  Section 6 illustrates the relative power noise improvement based on the IO 

power reduction when DBI is enabled. Section 7 shows the validation system set up and 
measurement techniques to quantify the DBI signal integrity improvement results. 
Section 8 will conclude the effectiveness of DBI usage and analysis key take away. 
 

 

 
 

Figure 2 Typical Power Distribution in Computing System  

2. System Memory Power Improvement Approach  

 

DRAM manufacturers have been improving the total DRAM power by means of scaling 
down the process technology nodes almost every year, Figure 3. [3]  When comparing 
DDR3 to DDR4 at the same technology process node, the back ground power reduction 
in DDR4 can be up to 35% as shown in Figure 4.[4]  Furthermore, the IO voltage supply 

has also been scaled down from DDR, at 2.5V, to DDR4, at 1.2V, as shown in Figure 5. 
These are the traditional methods to improve DRAM power. But the effectiveness of the 
trend is slowing down. The scaling of process technology nodes and the reduction of 
DRAM IO voltage are expected to further slowdown for the future DRAM technology.  
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Figure 3 DRAM Technology Process Node Trend 

 
 

Figure 4 Power Improvement Comparison between DDR3 and DDR4  
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Figure 5 DDR IO Voltage Supply Scaling Trend  

 
DDR4 memory IO changes the IO standard from DDR3 Stub Series Termination Logic 

(SSTL) to Pseudo Open Drain Logic (PODL_12).[5] Figure 6 below shows the IO 
electrical swing between SSTL and PODL_12. Because the PODL_12 dissipates DC 
power only when it drives a logic low, the effective power dissipation using PODL_12 is 
lower than DDR3 SSTL.  

 
 

Figure 6 DDR3 SSTL and DDR4 POD Swing 



 
An example of the relative power distribution in a DDR4 DRAM, with 70% Read and 
30% Write ratio, was simulated in this study; the result is shown in Figure 7. The power 

analysis was based on a system that was without DBI enabled and using a similar power 
calculator software as listed in [6] . Comparing the power distribution, the background 
power is 21%, the activate power is 17% and the Read/Write/Termination power is 62% 
of the total power. The IO power is the dominated majority.  

 
DBI in DDR4 will further improve the total system power and the concept is explained in 
the following section. 
 

 
 

Figure 7 DDR4 DRAM Unit Relative Power Distribution (No DBI) 

 

3. Data Bus Inversion (DBI) in DDR4 Interface  

 
The data bus inversion scheme in DDR4 is classified as the DC DBI.[7] The DBI 
function can be expressed by the equation below. 
 

𝑫𝑩𝑰#[𝒌] = 𝒇𝒖𝒏𝒄(𝑫𝑸(𝟕: 𝟎)[𝒌])         ∀    𝒌 ∈ ℕ𝟎     (1) 

with  
 

𝑓𝑢𝑛𝑐(𝜂) = 𝑠𝑢𝑚𝑙𝑜𝑔𝑖𝑐𝑙𝑜𝑤
(𝜂) > 4 

 
where 𝑠𝑢𝑚𝑙𝑜𝑔𝑖𝑐𝑙𝑜𝑤

(𝜂) is the sum of number of data bits that have logic low and the data 

bits, DQ(7:0), are the data bits in the controller before any inversion encoding. 
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The DBI signal is an I/O signal sharing the same physical package ball input with data 
mask (DM) and one of the terminated DQS (TDQS) in the x8 and x16 DRAM device. 
Therefore, the DBI function is mutually exclusive from DM and TDQS mode. This bit is 

an additional physical bit for an 8 bit wide DRAM unit and two additional physical bits 
for a 16 bit wide DRAM unit.  DDR4 allows DBI to be enabled in Write direction, Read 
direction, and in both Write & Read directions.  
 

The content of the DBI bit is a function of other parallel DQ values within a byte. 
Equation (1) represents this mathematical relation where the parameter “k” represents the 
bit time location along the burst length. Figure 8 shows the data bit inversion values 
along the burst length graphically. When the total number of data bits that are driven to 

logic “LOW” are less than or equal to 4, the DBI# signal will remain logic “HIGH” (De-
asserted). Otherwise, when the total number of bits that are driven to logic “LOW” is 
greater than 4, the DBI# at the time location “k” will be driven to “LOW”, logically 
asserting the DBI # function. 

 

 
Figure 8 DBI # Functional View along Burst Length 

In PODL_12 electrical standard, the IO driver only dissipates DC power when the data 
signal is driven logic “LOW”. With data bit inversion mode is enabled, the content 
among all the DQ bit at location “k” are inverted opportunistically, resulting a fewer IO 

drivers that will drive LOW and hence reducing the IO power. In addition, because there 
are fewer bits that are switching, the interface will have lower IO supply noise. 
 
The power saving provided by enabling DBI varies with different memory IO workload. 

The next section compares the total system power differences with different memory IO 
workload programs. In order to capitalize the benefit of using DBI feature in DDR4, the 
interface must be calibrated and trained together with DBI being enabled. Section 5 
discusses the reason and the calibration concept with DBI. For the IO noise 

improvements, the data eye margin is measured and compared using the internal data eye 
shmoozing capability. Section 6 will show the results.  
 



4. DDR4 DBI Power Improvement Comparison 

 
The total system power improvement using DBI in DDR4 will vary with different Read 
& Write work load percentage. To compare the difference in power improvement, 11 
different test cases which have different Read and Write percentage ratio were analyzed.  

 
The Read and Write Memory IO ratio were controlled by mean of a data traffic generator 
implemented in the UltraScale FPGA fabric. The Read & Write percentage of these test 
cases are listed in Figure 9 below, the blue bars showing the memory IO Read percentage 

and the orange bars showing the Write percentage. These ratio cover a more typical 
memory usage, such as 70% of Read and 30% of Write, to the two other sides of the 
spectrum with higher ratio of Read and higher ratio of Write percentage. 
   

 
 

Figure 9 Memory Usage Read and Write  Percentage Comparison among Different Test Programs  

 
The system power analysis is based on a 72 bit wide DDR4 memory interface running at 
2667MTs. The interface is optimized to maximize the Write and Read data eye margin as 

presented in previous report. [8]    
 
To quantify the improvement using DBI among the different test cases, the system power 
was simulated and analyzed with each of the 11 test cases. Then the total system powers 

without DBI being enabled form the base of the normalization. The relative power 
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improvement when DBI is enabled is reference to this normalization base for each 
different Read and Write ratio test cases. The left side axis in Figure 10 shows the 
relative system power. The blue bars correspond to the system without turning on the 

DBI and the orange bars correspond to the one with DBI enabled. The right side axis 
indicates the percentage of the improvement.   
 

 
 

Figure 10  Relative Power Improvement Comparing across 11 different Usage Programs  

The analysis comparison reveals that the power saving by enabling DBI varies from 
different workloads. A typical memory usage of 70% Read to 30% Write yields about 
27% system power saving when DBI is enabled. The power saving increases when the 

memory workload leans toward a heavier Write percentage usage.  
 
To capitalize the power saving using DBI, the DBI bit must be calibrated together with 
the regular DQ bits. The next section discusses the rationale behind the DQ IO bit 

training calibration with DBI mode enabled. 
 

5. DQ Training and Calibration with DBI  

 
The DBI signal ball at DRAM unit is shared among Data Mask & TDQS pin. Figure 11 is 
an example of a FPGA unit connecting to the DRAMs. The DRAM is an x16 unit, there 
is an upper DBI (U_DBI#) and a lower DBI (L_DBI#) bit for each unit. Because FPGA 

unit is a programmable device, the DBI at the FPGA can vary in different usage. The 
memory controller must ensure the DBI physical pin is optimized together with the other 
DQ bits with randomized calibration pattern. 
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Figure 11 DBI Locations and Possible  FPGA Pin Connections  

 
Mathematically, the DBI bit stream can be expressed as:- 

 
𝑫𝑩𝑰# [𝒌] = 𝒇𝒖𝒏𝒄(𝒓𝒂𝒏𝒅_𝒄𝒂𝒍(𝑫𝑸(𝟕: 𝟎))[𝒌])         ∀    𝒌 ∈ ℕ𝟎       (2) 

 
where “rand_cal” represents a defined randomized calibration pattern applied to all 

regular DQ[7:0].  
 
When the DQ and DBI# bits toggle with randomized calibration data pattern, the data 
strobe (DQS) can be position to search for the optimal center position. As illustrated in 

Figure 12, the DQS will march towards the edge of the DQ & DBI# bits until the 
controller detects a data failure on the right hand side, this is the right margin. Then the 
relative delay between the data strobe and data will be reversed to search for the left 
margin. When the minimum right and left margin among the 8 bits of DQ together with 

the DBI bit are determined, the optimal center is the middle point of the margins.   
 
 



 
 

Figure 12 Data Strobe Center Positioning with Randomized Calibra tion Pattern 

 

6. Power Noise Improvement with DBI Enabled  

   

 

By enabling the DBI function, there are fewer IO toggle and it will provide a lower IO 
noise that appears on the data bus channel. The Power Deliver Noise (PDN) difference 
when using DBI function is quantified by using the step current method presented before 
in [9]. Figure 13 shows the general set up of a system-level PDN model.  

 
When the system is without DBI enabled, the average step current of the DDR interface 
using a PRBS23 data pattern was captured and this step current was sourced into the 
PDN of the memory system. When the DBI is enabled, the average step current will be 

reduced. Hence, the power deliver noise will correspondingly be reduced. Figure 14 
shows the voltage droop responses. The blue line shows the voltage response to the step 
current with no DBI enabled; the red line represents the response that has the DBI 
enabled. The 1st droop voltage improvement was about 38%.  
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Figure 13 General Setup of a System Level PDN model  

 

 
 

Figure 14 Voltage Droop Comparison between DBI enabled and DBI disabled 

The power noise to signal jitter impact can be related by the following equation: 
 

∫(𝒊 × 𝒛𝑷𝑫𝑵
(𝒇))𝒅𝒇 × 𝑱𝒊𝒕𝒕𝒆𝒓 𝑺𝒆𝒏𝒔𝒊𝒕𝒊𝒗𝒊𝒕𝒚  → 𝑱𝒊𝒕𝒕𝒆𝒓        (3) 

The integral sum of the product of the system switching current, i, and the power delivery 

network impedance, ZPDN is the voltage noise that the system experiences. The output 
jitter is this voltage noise times the jitter sensitivity factor [9].  
 
A typical power delivery network impedance plot and the phase noise plot are shown in 

Figure 15. The PDN impedance response varies with frequency and the circuit jitter 
sensitivity poses a low-pass filter characteristics. The product of these terms creates the 
output jitter which is a function of frequency as well. 



  
 

 

 
Figure 15 Phase Noise plot of a typical System and its corresponding PDN impedance profile  

This noise reduction will positively affect the data eye margins which will be covered in 
the next section. 
 

7. Experimental Data Validations & Results 

 

Figure 16 is a 72 bit DQ wide interface with the capability to enable DBI. The memory 
interface has a work load of 50%:50% Read-to-Write ratio.  

 

 
 

Figure 16 System Memory Validation System Board & Back Side Probing 

The first validation was by direct probing. The probes were attached on the back side of 
one of the DRAM as shown in the insert of Figure 16. The system was running at 

2930MTs. The Write direction DQ eyes, with and without enabling the DBI function, are 
shown in Figure 17.  
 



 
(a)                                                                  (b) 

 
Figure 17 Write  Data Eye (a) without DBI (b) with DBI Enabled 

The data eyes were measured at the ball of the DRAM package and the DQ jitter was 
reduced from 27.1% of a UI to 22.1% of a UI when enabling the DBI feature.  
 
The external measurements serves as an indication of the improvement. The actual jitter 

improvement was characterized by the Write and Read eye shmoo.  
 
Figure 18 is the 2D Data eye shmoo set up. The DQ and DQS relative delay position was 
scanned from the center optimal point to the edges. In doing so, the pass & fail region 

could be identified for each selected reference voltage for the receiver. For all the 
adjustable reference voltages, the pass & fail regions were then created. Combining these 
measurements, a 2 dimensional eye shmoo was formed. The Read and Write directions 
eye shmoo were created using a similar method [8]. 

 
The eye shmoo characterization method provides a more actual measure of the quality of 
the Read and Write margins because they are a true measure of the system pass and fail 
condition. 

 



 
 

Figure 18 Write  and Read 2 Dimension Data Eye Shmoo 

 
Figure 19 shows the eye shmoo with and without DBI comparison measurement results 

in both Write and Read directions. The comparisons were done at the optimal input 
reference voltage settings in the corresponding Read and Write directions. The grey 
regions in the figures indicate the eye shmoo when the system does not enable DBI, the 
outer blue region in the horizontal bars show the improved eye widths. In the Write 

direction, the eye margin improved by about 7% with respect to no DBI being enabled. In 
the Read direction, the eye margin improvement is about 11% compared to the case 
without DBI. The difference in eye width improvement in Read and Write direction 
indicates that the relative power noise improvement in FPGA (Write) is different from 

the DRAM (Read).  
  

 
Figure 19 DDR4 System Channel Read & Write  Eye Shmoo 

 
 



 

 

8. Summary and Conclusions 

 
The data bus inversion function in DDR4 provides system power improvement. This 

report shows the amount of power improvement depends on the work load conditions. 
The relative power improvement in the Write direction is more than the relative 
power improvement in the Read direction. Even though the exact power improvement 
depends on the implementation and it can vary, most of the DDR controller PHY 

carries the heavy lifting of signal quality enhancement, such as utilizing transmitter 
equalization [8], reducing the number of IO toggling in the Write direction in such a 
controller will provide more power saving relative to Reading from DDR4 DRAM. 
Therefore, it creates a larger system power improvement. 

 
In the Power Delivery Noise with and without DBI being enabled comparison 
section, the corresponding step current reduction reduces the voltage droop response. 
The power noise improvement translates to lower data eye jitter. This report also 

discusses the importance of training the IO interface together with the DBI bit being 
enabled in order to capture the benefits. 
 
An example of the DBI system jitter improvement was validated by measuring the 

Write data jitter and also by means of 2D data eye shmoo in both Write and Read 
directions. The validation example also indicates a difference data jitter improvement 
amount in Write and Read directions. 
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